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Abstract| This work presents a three-dimensional

measurement system for inspection activities of sub-

marine petroleum installations by remotely operated

vehicles. A real-time stereo vision system is used for

the acquisition of stereo pairs of images that, after pre-

processing, by applying methods of image processing

such as �ltering, histogram equalization and edge detec-

tion, are submitted to dimensioning of objects through

stereophotogrammetric computations using nonlinear

least squares algorithms to obtain three-dimensional co-

ordinates.

Keywords| stereo vision, image processing, pho-
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I. Introduction

T
HE activity of equipment inspection has the ob-
jective to follow the physical conditions of the

equipments during their useful life, with the purpose
of investigating the causes of possible accidents and so-
lutions to prevent them. Some inspection methods are
necessary in activities in which there are high risks to
the security of the equipments and human beings, as is
the case of submarine inspection, where the monitoring
of pipelines and structures working under hostile con-
ditions is needed, sometimes in high depths. For the
inspection of these installations, several non destruc-
tive testing techniques have been developed, among
which [1]:

� Ultrasound: the high propagation speed of the
sound in steel, around 5.9 km/s, allows the use
of this technique in cases where high speed of in-
spection is necessary;

� Measurement of electrochemical potential: the
anticorrosive protection of ducts is carried out
mainly by painting coverings and by systems of
cathodic protection, such that the value of the
electrochemical potential is the main parameter
to be measured and controlled;

� Parasitic currents: is based on the introduction
of electric current in the material to be inspected
and on the observation of the interaction between
currents and materials;

� Magnetic particle: it is based on the detection of
discontinuities in magnetic materials, with the ap-
plication of a magnetic �eld on a structure covered
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by magnetic particles;
� Visual inspections: it consists of the use of photo-
graphic devices to monitor ducts and equipments,
and improve the e�ciency of the operations of sub-
marine intervention.

The method of visual inspections is the one adopted
in this paper. Its methodology consists of suppress-
ing objects that are not of interest from images of the
structure to be evaluated, and to carry out a prepro-
cessing of the image to obtain to greater reliability of
the parameters to be extracted; after that, through
techniques of analytical photogrammetry, the dimen-
sioning of the objects of interest is performed. Based
on this methodology, a modular integrated (software
and hardware) three-dimensional vision system, which
performs the acquisition and image processing, was
developed to be applied to submarine inspection of
pipelines and equipments.

The stereo vision system presented in this paper can
be divided into three stages, as illustrated in Fig. 1.
The stereo vision system consists of a pair of video
cameras connected to digitizer cards, that acquire sub-
marine images in real time to be shown in three dimen-
sions. Images of interest are digitized and recorded in
�les on a personal computer in stereo pairs (two im-
ages, one each for a camera, of the same scene, taken
at the same instant). The digitized images, before
being e�ectively used, are submitted to the prepro-

cessing stage, to adequate them to the process of di-
mensioning, which includes techniques of image pro-
cessing such as histogram equalization and edge de-
tection, with the objective of improving the accuracy
of the parameters to be extracted from the images.
Finally, the processed images are submitted to the di-
mensioning procedure, with the use of an algorithm
that applies photogrammetric methods for the compu-
tation of three-dimensional coordinates, from the cor-
responding points in the bidimensional coordinate sys-
tems of each image of the stereo pair. The dimensions
of three-dimensional objects can then be obtained from
the computed three-dimensional coordinates.
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RESULTS
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Fig. 1. Block diagram of the real-time stereo system.
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Fig. 2. Architecture of the stereo vision system.

II. Stereo Vision System

The acquisition of the images for the dimension-
ing process is made by a three-dimensional vision sys-
tem [2] suited to submarine activities, such that it
makes it possible the visualization in real time of the
scenes to be investigated. The system, based on a per-
sonal computer, uses electronic video cameras and dig-
itizer cards to allow the visualization and storage of
images in computer �les. This section describes the
vision system, and its main components. Its architec-
ture is presented in Fig. 2.

A. Cameras

The acquisition of the images is made by a pair
of digital electronic video cameras. There are several
types of digital cameras, and the most commonly em-
ployed ones (adopted in this system) are those that
make use of CCD (Charge-Coupled Device) technol-
ogy. These cameras allow a high quality visual inspec-
tion in real time due to the good resolution charac-
teristics of the CCD arrays. The cameras have been
assembled on a �xed base, lined up horizontally and
spaced to correspond approximately to the distance
between the eyes of an adult human being (typically,
about 5.5 centimeters), to give the user the sensation
of real stereo vision. Each camera generates a color
video signal, in NTSC standard, and corresponds to a
channel (left or right) in the architecture.

B. Digitizer Cards

The digitizer cards have the purpose of digitizing the
video signals coming from the CCD cameras, trans-

forming them into signals that can be shown in a
SVGA monitor. The cards are frame grabbers, each
of them receiving signal from a corresponding camera.
Both cards are connected to an auxiliary card, that car-
ries through the switching between the right and left
images. Since the switching is performed externally
to the digitizer cards, modi�cations can be incorpo-
rated by software to the original con�guration, which
would not be possible if the switching had been carried
through internally to the digitizer cards.

C. Imaging Device

The stereoscopic imaging device, constituted of a
LCD screen and passive eyeglasses, allows the visual-
ization of the three-dimensional images from the com-
position of two bidimensional images, giving in this
way the notion of depth.

D. System Operation

The basic function of the vision system is to per-
form the visualization of the images in real time. As
the digitizer cards are on to the SVGA video card of
the computer, overlay operation is possible, that is, the
signal proceeding from the cameras can be sent directly
to the output of the SVGA video card, allowing the use
of only one monitor for the operation of the computer
and for the operation of the software of the vision sys-
tem. In addition to the visualization and acquisition
of images, the software implements other operations,
such as zoom, horizontal alignment, and convergence.
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III. Preprocessing

After being acquired by the three-dimensional vision
system, the images are submitted to the preprocessing
stage, with the purpose of enhancing and adequating
them to the dimensioning process. The enhancement
procedure includes techniques such as histogram equal-
ization and �ltering. The use of techniques of edge de-
tection allows a better characterization of boundaries
of an image, which is useful in the determination of the
necessary two dimensional coordinates. In this section
some of these techniques are briey reviewed, with em-
phasis given to edge detection.

A. Point Operations

Point operations [3] are zero memory operations
where a gray level u 2 [0;L] is mapped into another
gray level v 2 [0;L], such that v = f(u). Exam-
ples of point operations are the negative transform,
where a negative image can be obtained by reverse
scaling of the gray levels according to the transforma-
tion v = L � u, and the histogram equalization, that
allows the histogram modeling of an image to obtain a
uniform histogram for the output image.

B. Spatial Operations

Spatial operations [3] in an image are performed in
local neighborhoods of pixels, through the convolution
of the image with an in�nite impulse response �lter
called spatial mask. Examples of spatial operations
are the low-pass �ltering (an operation of spatial aver-
aging, used for noise smoothing and interpolation), the
high-pass �ltering (used in extracting edges), and the
band-pass �ltering (used in the enhancement of edges).

C. Edge Detection

A problem of fundamental importance in image pro-
cessing is edge detection [3], [4]. Edges characterize
object boundaries and therefore are useful in segmen-
tation, recognition and identi�cation of objects in dig-
ital images.
The general paradigm in the process of edge detec-

tion is a two-step method. The �rst one consists of
enhancing the presence of edges in the original image
f(x; y), thus creating a new image g(x; y), where the
edges are more evident. Large values of g(x; y) indicate
the likelihood of the presence of an edge. The second
step consists of applying thresholds to g(x; y) to make
an edge/no-edge decision, yielding a binary edge map.
For a continuous image f(x; y) its derivative assumes a
local maximum in the direction of the edge. Therefore,
one of the techniques for edge detection is to measure
the gradient of f along r in a direction � (see Fig. 3).
The edge points of an image can be de�ned as the

locations of abrupt gray-level change. For example,
edge points in a binary image can be de�ned as black
pixel tones with at least one white nearest neighbor.
The edge can also be considered as being constituted

x

y

n
f(x,y)

θ

Edge

r

Fig. 3. Gradient of f(x; y) along r direction.

of the points between two homogeneous regions of the
image with di�erent intensities of illumination. This
de�nition implies that an edge corresponds to a local
variation of illumination, but not necessarily the oppo-
site.

For digital images, the edge detectors generally use
discrete approximations of continuous derivatives with
�nite di�erences, that are considered linear and time-
invariant operators, constituting the so-called masks
of discrete convolution. The most common operators
are the gradient operators, who are represented by a
pair of masks that measure the gradient of the image
f(x; y) in two orthogonal directions, and the compass
operators [3], who have the property of measure the
gradient of an image in a selected direction.

IV. Dimensioning

After being acquired and later processed, the images
are submitted to analysis, for the dimensioning of pos-
sible faults and/or defects in the structure being evalu-
ated. The process of dimensioning is made through an
algorithm to calculate three-dimensional coordinates,
based in stereophotogrammetric methods, as described
next.

The analytical photogrammetry [5]-[7] includes a set
of techniques by which, from measurements of one or
more 2D perspective projections of a 3D object, one
can make inferences about the 3D position, orienta-
tion and lengths of the observed 3D object in a world
reference. Fig. 4 illustrates the camera and world refer-
ence frames, showing a point in the three-dimensional
space and its projection in the bidimensional references
of each camera. The problem of inference can be mod-
eled as a nonlinear least-squares procedure. Starting
from one given approximate solution, the algorithm
linearizes iteratively nonlinear functions around the
current approximate solution, and solves the linearized
problem that gives the adjustments to the current es-
timate.

The exterior orientation of a camera is speci�ed by
all the parameters that determine the pose of the cam-
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Fig. 4. Camera and world references.

era in the world reference. These parameters consist
of the position of the perspective center and the direc-
tion of the optic axis. The speci�cation of the exterior
orientation is made from the 3D coordinates of some
control points, whose corresponding positions in the
image are known, and results in the evaluation of three
rotation angles and three translation parameters. The
interior orientation of a camera is speci�ed by all the
parameters that determine the geometry of a bundle
of 3D rays from the measured image coordinates. The
parameters of the interior orientation relate the geom-
etry of the ideal perspective projection to the physics
of a camera, and include the constant of the camera,
the principal point (that is the point where the axis of
the world reference frame intersects the image plans),
and the lens distortion. The complete speci�cation of
the orientation of a camera is given by the interior ori-
entation and the exterior orientation.

The relative orientation of a camera, that is the ori-
entation of a camera relative to another one consti-
tutes a stereo model and is speci�ed by �ve parame-
ters: three rotation angles and two translation param-
eters. When two cameras are in relative orientation,
each pair of corresponding rays from the two cameras
intersect in 3D space. The process of determining the
relative orientation assumes that the interior orienta-
tion of each camera is known. The absolute orientation

involves the orientation of a stereo model in a world
reference, and requires the knowledge of seven param-
eters: a scale factor (that it is considered unitary in this
case), the three translation parameters, and the three
rotation parameters. The absolute orientation is ob-
tained from the 3D coordinates of some central points
whose position in the stereo image can be determined.
The complete speci�cation of the orientation of a pair
of cameras is given by the speci�cation of the param-
eters determined from the relative orientation and the
absolute orientation.

A triangulation procedure is used for the inference
of a point in the 3D space from the perspective pro-
jections of this point in each image of a stereo pair [5].
The triangulation procedure is a special case of the
determination of a 3D point from the intersection of
more than two rays. It makes use of parallax, that
is the displacement in the perspective projection of a
point caused by a translational variation in the posi-
tion of observation.

V. Experimental Results

This section illustrates an application of the devel-
oped stereo vision system for the dimensioning of sub-
marine objects. Several experiments with images of
metallic pieces have been realized in a tank simulating
the real conditions of use. The tests consist of the com-
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Fig. 5. Stereo pair.

putation of the three-dimensional coordinates, and the
posterior calculation of the edge of the metallic pieces.
Some results are presented below.

A. Acquired Images

The images used for the execution of the tests with
the algorithms developed for the dimensioning of 3D
objects have been acquired with the use of the three-
dimensional vision system described previously. The
tests have been made in a test tank, containing rect-
angular metallic pieces in a variety of positions, with
the objective of simulating real submarine conditions
with little luminosity. Some images have been ob-
tained with the pair of CCD cameras. Results ob-
tained with other stereo image pairs can be seen else-
where [8]. The images of the stereo pair, presented in
Fig. 5, show two identical metallic pieces, having di-
mensions 100 � 30 � 20 (in millimeters). The images
have originally a resolution of 640� 512 pixels. They
are here presented in reduced scale, and in gray-levels.

B. Preprocessing

The preprocessing, as mentioned earlier, consists of
producing an enhanced version of the acquired images,
through techniques of image processing, to adequate
them to the 3D dimensioning stage. In the case of the
images acquired for the tests, the application of edge
detection techniques is necessary to get a clear visual-
ization of edges of the metallic pieces used in the tests,
and consequently to get exact acquisition of bidimen-
sional coordinates from the images. Among the pre-
vious operators, the gradient operator presented the
best results, being therefore the ones used in this ex-
periment. The compass operators have also presented
good results in determined directions, which it can be
useful in certain cases, when it is desired to enhance
the limits in a given direction only.

TABLE I

Experimental results.

Dimension Error
Edge

Calculated Real Absolute Relative

AE 92,773 101,980 9,207 9,028 %

AF 30,377 30,000 0,377 1,257 %

AG 98,078 101,980 3,902 3,826 %

BC 106,301 106,301 0,000 0,000 %

BI 21,496 20,000 1,496 7,480 %

BK 106,457 101,980 4,477 4,390 %

BL 104,579 100,000 4,579 4,579 %

CH 102,132 100,000 2,132 2,132 %

CI 105,117 104,403 0,713 0,683 %

DF 31,922 30,000 1,922 6,407 %

DG 100,516 100,000 0,516 0,516 %

EF 20,922 20,000 0,922 4,610 %

EG 108,152 106,301 1,851 1,741 %

EJ 27,999 30,000 2,001 6,671 %

GJ 96,913 101,980 5,068 4,969 %

HI 27,628 30,000 2,372 7,906 %

HK 106,896 104,403 2,493 2,388 %

HL 107,145 106,301 0,843 0,793 %

C. Practical Application

The results of several edge measurements of the
metallic objects of the images of Fig. 5 are shown in
Table I, where the real dimensions and the calculated
ones are compared, as well as the errors obtained (ab-
solute and relative) for each measure. The points used
in each image for the calculations are vertices of the
metallic pieces, and are labeled in Fig. 5 by capital
letters. The measure of each edge has been estimated
from the three-dimensional coordinates of the vertices
that delimit it. For example, in the computation of
the dimension of edge AF , the coordinates of the ver-
tices A and F have been initially estimated, and then
the distance between these vertices has been obtained.
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The errors observed in the tests, has in general been
small, in the average between 3% and 6% with rela-
tion to the real dimension of each edge. These values
have been considered satisfactory for the application
in view, which is the inspection of submarine pipelines
and equipments.

VI. Conclusion

This paper presented a system of three-dimensional
measurement to be used in activities of submarine in-
spection of pipelines and equipments. The system was
divided into three stages: three-dimensional vision,
preprocessing and dimensioning. The vision system
allowed the visualization of images in real time, with
notion of depth, through an operation friendly inter-
face. The use of edge detection algorithms allowed a
better de�nition in obtaining the necessary points for
the dimensioning process.
The method of three-dimensional dimensioning al-

lowed the evaluation of three-dimensional coordinates
of points in the 3D space, from bidimensional coor-
dinates acquired from the bidimensional plan of each
image of the stereo pair, through a program developed
in C language, with the use of algorithms of analytical
photogrammetry.
Although the system described here has been devel-

oped for applications in submarine activities, its fea-
tures of low cost, reliability and remote operation in
real time with telepresence sensation, extends its use
in some situations where the automation of tasks is
necessary, mainly in hostile environments for the tech-
nicians involved.
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