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2PEE/COPPE, UFRJ, Cidade Universitária, Rio de Janeiro, Brazil, e-mail : petra@pads.ufrj.br
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Abstract— This work presents a three-dimensional vision
system for inspection activities of installations by remotely op-
erated vehicles. A real-time stereo vision system is used for the
acquisition of stereo pairs of images that, after preprocessing,
are submitted to a reconstruction procedure in order to obtain
three-dimensional coordinates, to perform dimensioning of ob-
jects in the acquired images.

Index Terms— photogrammetry, reconstruction, robot vi-
sion, stereo vision

I. INTRODUCTION

This work reports a stereo vision system suitable for the
activities of visual inspection in real time. Its methodology
consists of suppressing objects that are not of interest from
the images of the structure being evaluated, by carrying out
a preprocessing of these images to obtain with greater reli-
ability the parameters to be extracted. Through techniques
of analytic photogrammetry, a reconstruction procedure is
applied to the stereo images in order to obtain 3-D coordi-
nates from the scene, and then to perform the dimensioning
of objects of interest. Based on this methodology, a modular,
integrated (software and hardware) three-dimensional vision
system has been developed, which performs the acquisition
and processing of stereo pairs [1].

The three-dimensional vision system can be divided into
three stages, as illustrated in Fig. 1. The acquisition stage
consists of a real-time stereo image acquisition consisting of
a pair of video cameras connected to digitizer cards on a per-
sonal computer. Images of interest are digitized and recorded
in stereo pairs. The preprocessing stage consists of improv-
ing the acquired images in order to adequate them to the re-
construction procedure, with the purpose of enhancing the
accuracy of the parameters to be extracted from the images.
Finally, the reconstruction stage consists on the estimation of
3-D coordinates from the stereo images, and then to perform
the dimensioning of objects in the 3-D scene.

II. STEREO IMAGE ACQUISITION

The acquisition of the stereo images is made by a stereo
vision system suited to submarine activities, to make it pos-
sible the visualization in real time of the scenes to be inves-
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Fig. 1. Block diagram of the real-time stereo system.
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Fig. 2. Architecture of the stereo image acquisition system.

tigated [2]. The system is based on a personal computer, and
uses two CCD cameras to the acquisition of the images. Its
architecture is presented in Fig. 2.

The CCD cameras have been assembled in a fixed ba-
sis, lined up horizontally, being the baseline corresponding
to about 5.5 centimeters, (this value was chosen for visual-
ization purposes). The digitizer cards are frame grabbers that
convert the NTSC video signals coming from the cameras so
that they can be shown on the SVGA monitor. The output of
both cards are connected to an auxiliary board, whose func-
tion is to perform the switching between the left and right
images alternatively, in a rate of 120 Hz, chosen to assure
that each image is shown for a human eye in 1/60 seconds;
it eliminates the blinking effect that would occur in showing
the two images alternatively. The stereoscopic imaging de-
vice is composed by a LCD screen and passive eyeglasses,
that allows the visualization of 3-D scenes from the compo-
sition of the 2-D images (left and right), making it possible
the notion of depth.

III. PREPROCESSING

The preprocessing procedure includes the application to
the images previously acquired of some techniques of im-
age processing such as histogram equalization and filtering.
Among the filtering techniques used are low-pass filtering,
used for noise smoothing and interpolation, and band-pass
filtering used in the enhancement of edges [3]. The use of
the techniques of edge detection allows a better characteri-
zation of the boundaries of each image, which is useful for
the determination of the 2-D coordinates. Usually, a gradient
operator is used to find the edges, following the application
of a threshold to generating a binary edge map [4].
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Fig. 3. 3-D point in space and its 2-D projections

IV. RECONSTRUCTION

After the acquisition and preprocessing stages, the stereo
images are submitted to the reconstruction stage, for estimat-
ing 3-D coordinates in the analyzed images, with the purpose
of performing the dimensioning between points of interest in
the scene. The reconstruction procedure is made based in
photogrammetric methods.

Analytical photogrammetry includes a set of techniques
by which, from measurements of one or more two-dimensio-
nal perspective projections of a 3-D object, one can make in-
ferences about the 3-D position, orientation and dimensions
of the observed 3-D object in a world reference frame [5],
[6]. Fig. 3 illustrates the camera and world reference frames,
showing a point in the 3-D space and its projection in the 2-D
planes of each camera.

The complete specification of the orientation of a camera
is given by the exterior orientation and the interior orienta-
tion. The exterior orientation refers to the computation of
the parameters that determine the pose of the camera in the
world reference frame. The interior orientation refers to the
parameters that determine the geometry of a bundle of 3-D
rays from the measured image coordinates, relating the ge-
ometry of the ideal perspective projection to the physics of
the camera.

The relation between the camera reference frame and the
world reference frame is given by a translation and a rota-
tion. A point x = [x y z]T in the world reference frame is
expressed with respect to the camera reference frame through
a translation given by the vector t = [x0 y0 z0]T.

The perspective projection of the camera is obtained with
respect to the z-axis, that is the optical axis of the camera.
However, the directions of the x−, y− and z−axes of the
camera reference frame can differ from the directions of the
world reference frame. The rotation by which the world
reference frame is positioned into correspondence with the
camera reference frame is a sequence of three rotations, ex-
pressed by a rotation matrix R(ω, φ, κ).

A point x = [x y z]T of the world reference frame is rep-
resented by the point x′ = [p q s]T of the camera reference

frame, where




p

q

s



 = R(ω, φ, κ)





x − x0

y − y0

z − z0



 (1)

From this representation of the 3-D point in the camera ref-
erence frame, one can obtain its perspective projection. The
projection coordinates are given by

[

u

v

]

=

[

u0

v0

]

+
f

s

[

p

q

]

(2)

where f is the distance of the projection plane of the image
to the camera lens, and [u0 v0]

T are the 2-D coordinates of
the principal point. Expanding this equation and rewriting it:

x − x0

z − z0

=
r11(u − u0) + r21(v − v0) + r31f

r13(u − u0) + r23(v − v0) + r33f
(3)

y − y0

z − z0

=
r12(u − u0) + r22(v − v0) + r32f

r13(u − u0) + r23(v − v0) + r33f
(4)

These equations show that the relation between the 3-D and
2-D coordinates is a function of u0, v0, x, y, z, ω, φ and κ,
which can be determined through a non-linear least-squares
technique, as detailed below.

A. Least-Squares Estimation

The non-linear least-squares problem is solved by assum-
ing an approximated initial solution, and then iteratively ad-
justing the partial solutions until a given stopping criterion be
achieved. It uses the Newton method, where at each iteration
the following equation system is solved:

∆β = [GTG]−1GTε (5)
where ε is the vector whose norm represents the objective
function to be evaluated, and G is the Jacobian matrix. The
vector ∆β indicates the update to the current solution at `-th
iteration, that is:

β`+1 = β` + ∆β` (6)
This method usually converges rapidly to a solution, if

the initial condition is sufficiently near to the unknown final
solution; however the problem can converge to a local mini-
mum instead of to the global minimum.

B. Exterior and Interior Orientations

In the estimation of the parameters of exterior orienta-
tion the N 3-D points having known positions [xn yn zn]T,
n = 1, . . . , N in the object reference frame are used to ob-
tain the unknown rotation and translation that put the camera
reference frame in the world reference frame [5].

The corresponding 3-D point in the camera reference
frame and the corresponding 2-D point in the projection
plane can be represented as:





pn

qn

sn



 = R(ω, φ, κ)





xn − x0

yn − y0

zn − z0



 (7)

[

un

vn

]

=

[

u0

v0

]

+
f

sn

[

pn

qn

]

(8)

This problem can be set as a non-linear least-squares prob-
lem, that can be solved by assuming an approximated initial
solution with the purpose of linearizing the problem. Based
on the results of the previous subsection, the linear equation
to be solved at each iteration is given by:

∆β` = [(G`)TG
`
]−1(G`)T(γ∗ − γ`) (9)



where γ∗ contains the image points, and γ` is its estimative
at each iteration, that is:

γ∗ = [u1, v1, . . . , uN , vN ]T (10)

γ` = [u`
1, v

`
1, . . . , u

`
N , v`

N ]T (11)
The Jacobian matrix G` depends upon the 3-D and the 2-D
points (see [5]). Eq. (6) is then used for updating the vector
β = [x0 y0 z0 ω φ κ]T containing the exterior orientation
parameters.

The interior orientation is specified by the camera con-
stant f (related to the focal distance), by the coordinates of
the principal point [u0 v0]

T (that is the intersection of the op-
tical axis with the image plane), and by the distortion char-
acteristics of the lens used.

C. Initial Estimation

In order to guarantee a rapid convergence in the exterior
orientation computation, an approximated initial solution to
the non-linear least-squares procedure is needed in order to
compute the exterior orientation parameters. This initial so-
lution is obtained by using a linear method from the projec-
tive geometry theory. This method is not robust, being very
sensitive to noise, but provides a good initial estimation of
the exterior and interior parameters (also called extrinsic and
intrinsic parameters).

From [4], it is known that a point M in the 3-D space is
related to its projection m in the 2-D plane (the image plane)
through a linear relation given by

m = PM (12)
where m = [U V S]T and M = [X Y Z T]T. This equation
is projective, i.e., defined up to a scale factor (given by S

and T ). The matrix P is the so-called perspective projection
matrix. It contains implicitly all the extrinsic and intrinsic
parameters. The general form of P is given below:

P =





αur1 + u0r3 αutx + u0tz
αvr2 + v0r3 αvty + v0tz

r3 tz



 (13)

The six extrinsic parameters (three translation parameters
and three rotation angles) are obtained from the transla-
tion vector t = [tx ty tz]

T and from the rotation matrix
R = [r1 r2 r3]T. In this work these parameters are used as
initial estimation to the least-squares procedure in the com-
putation of the exterior orientation. The intrinsic parameters
are given by αu, αv (related to the focal distance) and u0,
v0 (corresponding to the coordinates of the principal point).
These parameters are also used in the exterior orientation
computation. In order to simplify the reconstruction, these
intrinsic parameters are directly used as the parameters of in-
terior orientation, being discarded the effect of lens distortion
(see previous section).

D. A Robust Least-Squares Implementation

As seen before, the exterior orientation computation uses
a non-linear least-squares procedure that begins from an ap-
proximated initial solution. If a good initial estimative is
given, the convergence of the algorithm is rapidly obtained,
but in most cases is is not possible to guarantee convergence.
The least-squares algorithm is very sensitive to noise in the

input points, and sometimes it does not converge to the global
minimum, but to a local minimum. Also, the algorithm fre-
quently fails as the number of input points increases. In order
to obtain a robust method, some changes, referred next, were
done in the least-squares procedure.

In Eq. (9) the estimation of ∆β requires the inversion of
the matrix GTG. It was observed that this matrix frequently
is ill-conditioned, that can lead to singularity. In order to
eliminate this problem, the application of the Levenberg-
Marquardt approach [7], [8], [9] was used, which consists
of the use of a factor µ to guarantee an acceptable condi-
tion number GTG. Its value is related to the magnitude of
this matrix at each iteration, depending on the error ε (if the
error is reduced, the value of µ is reduced; otherwise, it is
increased until the error decreases).

Then, Eq. (9) is modified to the form:
∆β` = [(G`)TG` + µ`I]

−1(G`)T(γ∗ − γ`) (14)

Another important change is in Eq. (6), that represents
the update of the parameter vector β at each iteration. It
was observed that in most cases the step size of each update
(related to the rate of convergence) is not adequate. Large
steps (i.e., large values of ∆β) may lead to local minima
or even to divergence. The step size needs to be reduced or
increased at each iteration, depending on the direction of the
gradient of the evaluation function, and can be controlled by
introducing a factor α` in Eq. (6), such that

β`+1 = β` + α`∆β` (15)
This factor can be made constant for all iterations, although
better results are obtained by using a variable step size,
modified at each iteration by using the Armijo rules [8], [10]:

1. F `+1 ≤ F ` + ρ1α`(g
`)T∆β

`, for some 0 < ρ1 ≤ 1.
2. (g`+1)T∆β`

≤ ρ2(g`)T∆β`, for some ρ1 < ρ2 ≤ 1.
g = 2GTε is the gradient vector of F . The value of α` is
chosen accordingly to ρ1α` ≤ α`+1 ≤ ρ2α`.

E. Stereo Triangulation

A stereo triangulation procedure is used to obtain the esti-
mation of the 3-D coordinates of a point [x y z]T, given the 2-
D coordinates of its projection on each image of a stereo pair
([uL vL]T and [uR vR]T). The exterior and interior parame-
ters computed for each image are: [xL yL zL]T, [xR yR zR]T,
RL and RR. The stereo triangulation involves the minimiza-
tion of the squared difference where λL and λR are the pa-
rameters to be found in the mentioned minimization:

ε2=

∥

∥

∥

∥

∥

∥





xL

yL

zL



+λLRL




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fL



−


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xR

yR
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

−λRRR




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vR
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



∥

∥

∥

∥

∥

∥

2

(16)
The 3-D coordinates [x y z]T are then estimated by using one
of the following equations:





x

y

z



 =





xL

yL

zL



 + λLRL





uL

vL

fL



 (17)
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fR



 (18)



(a) original stereo image pair and points used

(b) stereo image pair after edge detection

Fig. 4. Stereo image pair used in the experiments.

V. EXPERIMENTAL RESULTS

This section illustrates an application of the proposed
stereo vision system. Experiments with a stereo image pair
have been performed, as shown next. The stereo pair of im-
ages used, as well as the result of the edge detection used in
the simulation algorithm applied to it, are shown in Fig. 4.

The results of several measurements involving edges of
the images are shown in Table 1, where the real and esti-
mated (calculated) dimensions are compared compared, as
well the errors (absolute and relative) for each measurement.
The points used in each image are labeled in Fig. 4 by capital
and small letters. The length of each edge has been estimated
from the 3-D coordinates of the vertices that delimit it. The
errors are less than 3%, which are considered satisfactory for
the application in view.

VI. CONCLUSION

This paper presented a stereo vision system designed for
activities of inspection and 3-D reconstruction in remote
sites. The system was divided into three stages: stereo image
acquisition, preprocessing and reconstruction. The vision
system allowed the visualization of images in real time, with
notion of depth, through a friendly operation interface. The
use of edge detection algorithms allowed a better definition
in obtaining the points for the computations.

The system described here has been developed for appli-
cations in submarine activities in deep waters, having char-

acteristics of low cost, reliability and portability, allowing
remote operation in real time with telepresence sensation,
which extends its use in some situations where the automa-
tion of tasks is necessary, mainly in hostile environments for
the involved technicians. It is also suitable for serving as an
artificial vision system for autonomous vehicle guidance.

TABLE I

EXPERIMENTAL RESULTS.

REAL ESTIMATED ABSOLUTE RELATIVE
EDGE

DIMENSION DIMENSION ERROR ERROR

AB 0.250000 0.248476 -0.001524 0.61%

AE 0.150000 0.147678 -0.002322 1.55%
IJ 0.150000 0.149961 -0.000039 0.03%

IM 0.050000 0.048504 -0.001496 2.99%

QR 0.150000 0.148823 -0.001177 0.78%
QU 0.150000 0.147848 -0.002152 1.43%

ab 0.050000 0.049485 -0.000515 1.03%
Yc 0.050000 0.049489 -0.000511 1.02%

AF 0.291548 0.288329 -0.003218 1.10%

AH 0.397115 0.393787 -0.003327 0.84%
IN 0.158114 0.156998 -0.001116 0.71%

IP 0.301164 0.300552 -0.000612 0.20%
QV 0.212132 0.210812 -0.001320 0.62%

QX 0.332716 0.332996 0.000280 0.08%

Yd 0.070711 0.069748 -0.000962 1.36%
Yf 0.231733 0.231946 0.000213 0.09%
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